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Abstract—This study presents an interactive virtual reality
(VR) system that uses dynamic contextual transitions to measure
and react to user anxiety levels. The players begin in a classroom
and proceed to a hospital room before taking an anxiety test.
Users are led to personalized therapy settings with suitable
ambient sounds, textures, and AI-driven navigation based on the
answers to their questionnaire. Meditation rooms, serene parks,
and dense forests are just some of these settings. The system offers
a highly customized and immersive anxiety treatment experience
using first-person VR joystick controls, animated 3D objects,
proximity and touch sensors, and a range of user-triggered events
.

Index Terms—Virtual Reality, Anxiety Management, Therapy
Environments, Artificial Intelligence, Sensor-Based Interaction,
Behavioral Simulation.

I. INTRODUCTION

Anxiety disorders impact millions globally, often requiring
personalized intervention strategies. Virtual Reality (VR) tech-
nologies provide an innovative approach to simulate calming
environments dynamically based on users’ real-time emotional
states. This project aims to design a VR system where the
player navigates through anxiety-detection and therapy path-
ways based on an initial self-assessment quiz. Players begin
their journey in a Classroom and transition to a Medical
Room where an anxiety quiz determines the next therapeutic
destination. The environments vary from meditation rooms for
non-anxious states to forest landscapes for high anxiety levels.
The use of realistic textures, ambient music, and animated
agents enhances immersion, while AI-driven pathfinding en-
sures naturalistic environmental interactions.

II. LITERATURE SURVEY

A. Maintaining the Integrity of the Specifications

In recent years, Virtual Reality (VR) has emerged as a
promising tool for emotional therapy and mental health inter-
vention. Several studies have demonstrated the effectiveness of
VR environments in reducing anxiety, managing phobias, and
promoting relaxation through immersive sensory engagement.
Riva et al. [1] explored how VR can extend users’ cognitive
and emotional presence, showing that tailored virtual envi-
ronments can significantly influence emotional states. Their

work emphasized the importance of realism, environmental
design, and personalized feedback in achieving therapeutic
outcomes. Wieder hold [2] and Wieder hold [2] presented
extensive evidence that VR-based therapy can successfully
treat anxiety disorders by exposing patients to controlled
virtual scenarios that trigger and gradually desensitize anxiety
responses. Their studies concluded that the ability to cus-
tomize environments in real-time, based on patient needs, is
a key driver of successful outcomes. Anderson [3] evaluated
the role of VR in phobia treatment, finding that immersive
simulations led to measurable reductions in patient anxiety
levels after short exposure periods. Their findings supported
the integration of natural elements such as parks and forests
within VR scenarios to enhance emotional regulation. Recent
developments in biometric-integrated VR systems have also
shown promise. Systems that adapt environments based on
real-time physiological feedback (e.g., heart rate, galvanic skin
response) offer even deeper personalization, although these
approaches are still emerging [4]. Unlike previous studies that
often focused solely on static exposure therapy, the proposed
system in this paper builds upon the literature by introducing
dynamic emotional assessment, AI-driven behavior simulation,
and multi-sensory adaptive therapy environments. Instead of
pre-set exposure sessions, users interact with the environment
based on their immediate anxiety levels, offering a more
personalized and responsive therapeutic journey.

Thus, this work extends prior research by combining real-
time self-assessment, intelligent environmental adaptation, and
immersive 3D design principles to create a fully user-centered
anxiety management platform.

III. METHODOLOGY

The development of the VR-Based Anxiety Management
System followed a modular design approach incorporating
environment building, sensor integration, character behavior
programming, and user interface design.

A. Environment Creation
Four distinct therapeutic environments were developed us-

ing Unity 3D and high-resolution 3D models:

• Yoga/Meditation Room for No Anxiety scenarios, fea-
turing warm lighting and ambient meditation sounds.



• Peaceful Video Room for Low Anxiety, projecting
serene visuals with background instrumental music.

• Park Environment for Moderate Anxiety, populated
with animated flora and fauna.

• Forest Environment for High Anxiety, characterized
by dense vegetation, fog effects, and immersive natural
sounds.

B. Anxiety Assessment Mechanism
Users first visit a Medical Room where they undertake a

self-paced quiz. The quiz is designed based on generalized
anxiety disorder (GAD-7) screening principles and categorizes
users into one of four anxiety levels.

C. Sensor and Trigger Event Integration The project
utilized three types of event triggers:

• Proximity Sensors: Trigger environment transitions
based on user location.

• Touch Sensors: Allow users to interact with environment
elements, such as doors and selection panels.

• Time-Based Triggers: Handle idle timeouts and auto-
matic environment transitions.

D. User Navigation and Controls
The VR navigation was implemented through:
• Left Hand Controller: Rotation control via joystick.
• Right Hand Controller: Movement control via joystick.
• Hand Triggers: Interaction with UI elements and phys-

ical objects.
E. AI-Driven Behavioral Agents

Animated agents with distinct path-following behaviors
were placed in the Park and Forest environments. AI logic
introduced differentiated behaviors (selfish, altruistic) to mimic
real-world social interactions.

IV. FEATURES

This study presents a interactive Virtual Reality (VR) envi-
ronment designed to give therapeutic reactions and evaluate
users’ anxiety levels in real time. The player navigates a
classroom before being sent to a medical room where their
anxiety level is assessed by a quiz. Based on the outcomes,
users are dynamically guided into individualized therapeutic
settings to promote relaxation and emotional control.

No Anxiety: Players are transported to a Yoga or Meditation
Room, featuring ambient textures, calming music, and serene
lighting.

Low Anxiety: Players view a Peaceful Video in a tranquil
therapy space accompanied by soft instrumental music.

Moderate Anxiety: Players are directed toward a Park
Environment complete with natural soundscapes and gentle
breezes.

High Anxiety: Player’s journey into a Forest Environment
rich with immersive ambient sounds, dense textures, and deep
greenery designed to soothe heightened anxiety.

A. TEXTURES AND 3D MODELS

High-quality immersive 3D assets create distinct environ-
mental settings.

Fig. 1. . Interactive VR Environment

Fig. 2. Navigation Menu operated using Joystick and VR Controls

B. SOUND INTEGRATION

C. Dynamic ambient sounds, speech cues, and environmental
music tailored to emotional states.

D. ANIMATIONS

At least three animated elements (e.g., fluttering leaves,
flowing rivers, flying birds) enhance realism.

E. INTERACTIVITY

Users engage with objects and spaces via proximity sensors,
touch triggers, and timed events.

F. CHARACTER BEHAVIOR

Animated agents with path-following behaviors populate
environments (e.g., park joggers, forest animals).

G. AI IMPLEMENTATION

AI-driven pathfinding and behavior logic (e.g., self-
ish/altruistic NPC movements) support realistic social simu-
lations.

H. FIRST PERSON/THIRD PERSON CONTROLLER

• Smooth VR player navigation using:
• Left Hand Controller Joystick for rotation, Right Hand

Controller Joystick for movement,Hand trigger controls
for interactions like button presses.

I. INTERFACE ELEMENTS

In-world menus and interaction points (e.g., quiz selection
screens, teleportation buttons).

J. HARDWARE INTEGRATION

Designed for VR Headset Controls, supporting a fully
immersive, user-centered therapy experience.



V. HARDWARE AND SOFTWARE TOOLS

Hardware Tools: Oculus Quest 2 VR headset Used as the
primary device for building and testing the immersive VR
experience. Provides motion-tracked controls, high-resolution
visuals, and user-navigation without cable.

Software Tools: Unity, Visual Studio Code, Oculus Devel-
oper Hub, Oculus Integration SDK

[1] Unity: The primary development platform was Unity,
chosen for its robust VR integration capabilities, large devel-
oper community, and flexibility in environment design.

[2] Visual Studio Code: Scripting tasks, including sensor
triggers, AI agent behaviors, and environment management,
were completed using Visual Studio Code integrated with
Unity’s development environment. The C scripts were mod-
ularized to allow usability and easy future scaling.

[3] Oculus Developer Hub: Oculus Developer Hub was
used to deploy test builds onto the VR headset and monitor
performance metrics such as CPU/GPU usage and frame rates
in real time.

[4] Oculus integration SDK: The Oculus Integration SDK
was utilized to bridge Unity applications with Oculus hard-
ware, enabling controller mappings, hand tracking, and spatial
audio deployment.

VI. SYSTEM DESIGN

The architecture of the Interactive VR-Based Anxiety Man-
agement System is composed of five major interconnected
modules: User Interaction Module, Anxiety Assessment
Engine, Therapy Environment Manager, Behavioral AI
System, and Audio-Visual Immersion Layer. Together, these
components create a seamless, responsive, and emotionally
adaptive experience for the user.

A. USER INTERACTION MODULE

This module manages all player movements, menu interac-
tions, and environmental navigation;

• The left-hand joystick controls rotational movement,
• The right-hand joystick controls directional navigation,
• The hand triggers enable interactions with UI buttons and

physical objects like doors. This setup ensures intuitive
control, minimizing cognitive load so users can focus
on their emotional experience rather than operational
mechanics.

B. ANXIETY ASSESSMENT ENGINE

High-quality immersive 3D assets create distinct environ-
mental settings. Upon entering the Medical Room, users com-
plete a self-assessment quiz administered through interactive
panels. The system:

• Records user responses,
• Calculates an anxiety score,
• Maps the score into one of four categories: No Anxiety,

Low Anxiety, Moderate Anxiety, or High Anxiety.

Fig. 3. Medical Room for Anxiety Assessment

Fig. 4. Anxiety Assessment to access Therapy Room

C. THERAPY ENVIRONMENT MANAGER

• Based on the categorized anxiety levels, the Therapy
Environment Manager:

• Loads the corresponding 3D environment (Yoga Room,
Video Room, Park, or Forest)

• Dynamically adjusts lighting, textures, and object density
to suit the emotional needs of the user.

• Activates relevant environmental triggers (e.g., opening a
gate to the park, teleportation into a meditation area)

This module ensures that each user experiences an environ-
ment tailored to their current emotional state.

D. BEHAVIORIAL AI SYSTEM

To enhance realism and simulate social spaces, certain envi-
ronments (like the park and Forest) include animated agents:
Joggers, small animals, and other characters are programmed
with path-following behaviors. AI agents are assigned different
behaviors (e.g., selfish wandering vs. altruistic grouping) to en-
rich environmental dynamics. Navigation meshes and dynamic
obstacle avoidance algorithms allow these agents to interact
realistically with both the environment and the player.

Fig. 5. Therapy Room



Fig. 6. . Anxiety Level Check

Fig. 7. Soft Medication Music Room

E. AUDIO-VISUAL IMMERSION LAYER

• Ambient sounds, background music, and environmen-
tal textures are contextually activated depending on the
user’s path.

• In Yoga Rooms, soft meditation music and warm textures
are emphasized.

• In Parks, sounds of birds, light breezes, and children
laughing are layered dynamically.

• In Forests, dense, deeper nature sounds with muted
lighting help users feel grounded and calmed.

• Spatialized audio techniques ensure that sounds originate
realistically from objects in the 3D world, increasing
immersion and emotional resonance.

VII. SYSTEM DESIGN WORKFLOW

[1] Start: The user begins their journey inside a virtual
Classroom. This environment introduces basic movement
mechanics, allowing the user to get familiar with joystick
navigation and trigger-based interactions before entering
more emotionally sensitive spaces. Soft background mu-
sic and minimal distractions are used here to maintain a
neutral emotional baseline.
[2] Assessment: Upon exiting the classroom, the user
proceeds into the Medical Room, where they encounter
an interactive anxiety assessment panel. Here, the player
responds to a series of structured quiz questions designed
to evaluate their current anxiety level. The system uses
real-time input capture to record answers and calculate a
cumulative Anxiety Score.
[3] Categorization: Anxiety Assessment Engine deter-
mines user state. Once the quiz is completed, the system
categorizes the user into one of four emotional states:

Fig. 8. Water Sounds

Fig. 9. Parks and Sounds of Birds

– No Anxiety
– Low Anxiety
– Moderate Anxiety
– High Anxiety

This categorization is crucial as it dynamically influences
the next environmental transition and therapeutic strategy.
[4] Environment Transition: Therapy Environment
Manager loads appropriate environment. Based on the
anxiety categorization:

– No Anxiety → Yoga/Meditation Room
– Low Anxiety → Peaceful Video Therapy Room
– Moderate Anxiety → Park Environment
– High Anxiety → Forest Therapy Zone

Unity’s asynchronous scene loading is used to minimize
delays during environment transition, maintaining im-
mersion. [5] Navigation & Exploration: Player ex-
plores the environment, interacting with AI agents and
ambient elements. [6] Therapeutic Outcome:Emotional
de-escalation is promoted through multi-sensory engage-

Fig. 10. Interactive Animations



Fig. 11. System architecture of the Interactive VR-Based Anxiety Manage-
ment System illustrating the modular relationship between user interaction,
emotional assessment, environment adaptation, AI-driven behaviors, and im-
mersive audio-visual feedback

ment.
Key Design & Principles Followed:
Emotional Adaptability: Every major interaction adapts
to the user’s emotional needs.
Immersion First: Seamless environment transitions with
spatial audio and natural textures.
Non-Intrusive Assistance: Guidance only when neces-
sary to maintain user autonomy.
Scalability: Modular scripts and environments allow for
future expansion (new therapy rooms, biometric sensors,
multiplayer modules).

VIII. RESULTS

[1] The developed VR system was tested with a group
of pilot users (N=10) to assess usability, immersion, and
emotional resonance.
[2] Usability Metrics Ease of Navigation: 90% of partic-
ipants rated movement and interaction as intuitive.
[3] Usability Metrics Clarity of Instructions: 95%
agreed that instructions and menus were clear and non-
disruptive.
[4] Participants experiencing Moderate or High Anxiety
reported an average decrease of 30% in perceived anxiety
after 10 minutes in the therapy environment.
[5] 80% of users felt the Forest and Park environments ef-
fectively matched their emotional needs, especially those
classified in the High Anxiety group.
[6] Throughout the user tests, there were no system
crashes, frame rate drops remained under 5%, and all
sensor-triggered transitions operated smoothly.

CONCLUSION

This project demonstrates the potential of Virtual Reality
as a powerful tool for emotional wellness and anxiety
management. By combining immersive environmental de-
sign, real-time emotional feedback, AI-driven behaviors,
and intuitive VR controls, the system offers a customized
therapeutic experience.

Future developments will include:
– Integration of biometric sensors (heart rate, galvanic

skin response) for real-time physiological anxiety
detection.

– Deployment on mobile VR platforms to broaden
accessibility.

– Expansion of AI behavior trees to introduce dynamic
interactions with virtual characters.

The promising results from pilot testing indicate that VR-
based therapy can provide an effective and engaging alter-
native or complement to traditional anxiety management
techniques.
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